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Normalizing flows are a class of probabilistic models that transform a simple probability distribution
(usually a known one, like a Gaussian) into a more complex and potentially high-dimensional distribu-
tion. They achieve this transformation through a composition of invertible and differentiable mappings
that result in a density that closely matches the density of the data. These transformations, known as
“flows”, are automatically learned using different approaches, often involving neural networks. The final
object represents a nonparametric density estimator of the high-dimensional density that is constructed
with a very different spirit to the standard kernel density estimator and the Gaussian mixture model.
This density estimate is useful for sampling new data objects, outlier hunting, clustering, goodness-of-fit
and hypothesis testing, etc. The recent survey by Papamakarios et al. (2021) collects many references
to the origin of the technique (see Huang et al. (2018)) and the recent advances on the field, such as
the extension of normalizing flows that allows estimating densities within manifolds (Horvat & Pfister,
2023).

This thesis proposal is focused on understanding normalizing flows for density estimation in detail, both
theoretically and empirically. This includes: (1) understanding and explaining precisely the mathe-
matics of normalizing flows and of their main variations; (2) implement pedagogical constructions of
normalizing flows to explore their performance in original toy examples; (3) compare the performance
of available implementations of normalizing flows in a workbench of density estimation problems, de-
termining the weaknesses and strengths of normalizing flows with respect to kernel smoothing and
Gaussian mixture models; (4) apply normalizing flows for nonparametric outlier hunting, clustering or
hypothesis testing, either in simulated or real datasets.
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